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. Agenda

* Oracle RAC Overview

* Reliable Datagram Sockets

« Server Vendor Validation

* RAC on InfiniBand ~ Customer Experience
* What's next?

ORACLE



Oracle RAC
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. Oracle Real Application Clusters

Oracle Real Application Clusters
(RAC) provides the ability to build
an application platform from
multiple systems that are
clustered together

Allows applications to become
= Highly scalable
= Highly available
Chosen to avoid a single node
failure, causing application
downtime

= Eliminates a node as single point
of failure
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Real Application Clusters

=  World’s best Scalability with Cache
Fusion

= Cache-to-cache data shipping

= Scales off-the-shelf applications
with no changes

= World’s best Availability with
Fast-Start Fault Recovery

= Node failure is transparent to
applications

= Recovers from node failure in 17
seconds - workload independent

= Pre-warmed cache speeds restart
= Easily add and delete nodes

The Ultimate Parallel Architecture
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. Real Applications in a Real Grid

* In house developed
= Easy Migration ililimim

= Existing Apps
= DSS
= Improve Utilization v

= Financials, MFG, HR and
CRM
= Collaboration Suite JJJJEWEW
= ISV Apps
ST
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. Oracle RAC IPC

* RAC IPC

* Thousands of processes
« 200K+ associations (not connections)
* 64 nodes

« Oracle IPC Usage

* New grid aware applications will significantly increase IPC
utilization

* Approach database |/O rates
* Very large messages
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Reliable Datagram Sockets
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. Vision Statement

* A low overhead, low latency, high bandwidth,
ultra reliable, supportable, IPC protocol and
transport system

* Which matches Oracle’s existing IPC models for
RAC communication

* Optimized for transfers from 200 bytes to 8 MB
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. Goal and Objective

« Support for a reliable datagram |IPC
« Based on Socket API
* Minimal code change / testing for Oracle
* Runs over InfiniBand, 10 Gig Ethernet, and iIWARP
« 6 month validation / certification for RAC
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. Goal and Objective

* Leverage InfiniBand’s built-in availability and
load balance features
* Port failover on the same HCA
- HCA failover on the same system
» Automatic load balancing
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. Reliable Datagram IPC

* UDP - Oracle adds reliable delivery via user
mode wire protocol engine

« Two sockets per process, thousands of messages
on wire

» Slow sends times (windowing,acks,retrans)
» Holds together but degenerates under CPU load
* Well tested !
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. RDS IPC over InfiniBand

* RD — Reliable Datagram IPC over IB

« Minimal Oracle code change
« Stable code and easily passed all Oracle regression tests
« Supports fail-over across and within HCAs

» Oracle internal interconnect tests show...
* 50% less CPU than IP over IB, UDP
Y2 latency of UDP (no user-mode acks)
+ 50% faster cache to cache Oracle block throughput
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. RDS IPC over IB

» Uses IB reliable connection (RC)

* Node to Node level connection

* User mode sockets share small pool of node to
node RCs

* Formed either dynamically at send or at system
startup
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. 300GB TPC-H - Oracle RAC Clusters

Cluster entries sorted by price/performance...

300 GB Results

Company Price/Q System Database Operating System Date
phH Availability Submitted

HP BladeSystem ProLiant BL460c IB 12.57 US 09/15/07 Oracle DB 10g Enterprise Ent. RAC Red Hat Enterprise 08/09/07
Cluster 16P DC $ Partitioning Linux 4

2 HP BladeSystem ProLiant BL480c 40,4 18.67 US 12/18/06 Oracle Database 10g release2 Red Hat Enterprise 12/18/06

Cluster 16P DC 11 $ Enterprise Edt Linux 4
3 - PowerEdge 6800/3.33GHz/8MB 11,7 21.84 US 01/08/06 Oracle 10G R2 Enterprise Ed w/Rac Red Hat Linux AS 07/08/05
w/Oracle DB 10g R2 42 $ and Partitionin 3.0
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. 1 TB TPC-H - Oracle RAC Clusters

Cluster entries sorted by performance...

[1,000 GB Results

COracle Datab 10 | 2
1 il SYStE,mE 59,353 24.94 US $ 04/15/07 racie bata EI.SE g .re mase Fed Hat Enterprise Linux 4 AS i10/23/06
PANTAMatrix Enterpise Editi
2 IBM eServer xSeries 346 (53,451 32.80 US % 0z2/14/05 IEM DBZ UDE 8.2 SUSE LINUX Enterprise Server 9 0z2/14/05
3 m Ae F"rDLIaI‘Itf;IfBS 2t 35,141 59.93 US £ i0/21/04 Oracle 10g RAC with Partitioning Red Hat Enterprise Linux AS 3 i0/2z2/04
inwvent
4 E == S e 26,156 53.43 US 4 12/15/04 IEM DBEZ UDE 8.2 IEM AI¥ 5L V5.3 09/15/04
i DB2 UDB
=== IBM eServer p655 with
3 H = P 20,221 563.41 US 06,08/ 04 IBM DB2 UDE 8.1 IBM AIX 5L V3.2 12/08/02
===:= DB2 UDB
Legend DeepComp 6800 1,321.09 China Yuan [CNY) Oracle Database 10g Enterprise |Red Hat Linux Advanced Server v3
= km“' 9,950 a5/06/04 11/06/03
Eg Server Renminbi o Edition for Itanium fos/

Cluster entries sorted by price/performance...

[1,000 GB Results

PANCA

. Oracle Database 10g releaseZ? Enterpise . .
i PANTA Systems PANTAMatrx 53,353 24.94 US $ o4/15/07 Editi Red Hat Enterprise Linux 4 AS i0/23/06
Rishaping the Server™ iti
. SUSE LINUY Enterprise Server
2 IBM eServer xSeres 346 53,451(32.80 US § 02/14/05 IEM DBZ2 UDE 8.2 - 02/14/05
IBM eServer p5 570 with DBE2
3 LTDB 26,156(53.42 US 12/15/04 IEM DBZ UDE 8.2 IBM AIX 5L V5.3 09/15/04
4 HP ProLiant DL585 Cluster 48P |25,141(59.93 US § 10/21/04 Oracle 10g RAC with Partitioning Red Hat Enterprise Linux AS 2 10/22/04
] IBM eServer po55 with DB2 UDB |20,221|69.41 US % 0&/08/04 IEM DB2 UDBE 8.1 IBM AIX 5L V3.2 12/08/03




Server Vendor Validation
of RAC on InfiniBand
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BladeCenter

Solutions on IBEM System x

IEM BladeCenter-H & Oracle Database 10g RAC with
InfiniBand & SilverStorm RDS

Highlights

«  lnnovative, flexible
maodular rechnology
integrates bozh IntelE,
AMDE and 1B POWER
processor-based blade
senvers into the [BEME
BladeCenter™
archireciure.

« SilverSrorm ROS provides
Oracief customers with
exceptional RAC
performance for Qracle
Diatabase 10g™
ENVIrnmen:s.

+  Fexibiliy to easily grow
and run multple
applications within a
single chassis.

« Compaer 3U chassis
s3ves space, helps lower
cosis and pachs
database-serving power
for data cenders.

«  Predictive and proactive
EYSTEMS Management
fegtures help increase
manageabiliy and
availability of senvers
powering Qracle
solubons.
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Your priorities 2re clarr: contain oo,
del itk a critical shortage of skillad
pecple and keop up with tho denamds
cf innovacice. In shor, menzge the
componsnts of yoar 1T cogamszation o
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Eladelrmiar’s modular design gechars
compating rescuroes ofo oost-
ulfective, high-demszity anclosurses dat
suppert hot-roappakls, kigh-
performancs 2-wary Intal, 2-arry and
d-pay AND thnilmhzmde
l-vay POWER peocessor-bassd blade
FErURrs.

Bladelezwr axtends the bigh

anrg 2xd manzgeabdity of
18M rack-vpomized plazfooms. The
resalt is ez afectvaly mazaged
izfrasmucses thar balps mecming
resouIte productivity whils
mimmizmg IT adewmictraion costs.
BladeCretsr gives contol back to &a
IT managsr.

The challezge that Oracled Datibass
castomess ane facig todyy is to build
amn infastraciure that is highly
avatlabla, yat scalable anough to mest
tea decands of a dypansc business
amvirczzoant. BladeCanr with
InfmiBea=d and Sdvar5torm BDS is e
daal anewsr for cxstomars choosizg o
run their Oracks rplemarra tioms oz
Linuxi&. Through eoceptional
performencs and == s bigh
avadzbilsty featuzes, IBM Eladelszar
and Silvarstorm BDS L-n-_-ulpmn el 2
e standand for servers poweaing
Oracle Dazabaces.
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IBM and Oracke Relationship

IBM a=d Oracls bave maintaived 2=
armamely sroag tackzology
ralatienship sizce 1986, Omacle
solutiozs today are avedlebls across the
brsadth of the IBN sarver prodiuct
brand. IEM sogimesrs azw located on
si%% 2t Omecle fo woek directhy with.
Cracls ssginesss on tasting a=d
cptizsizing Oracls profucts en IEM.
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workéwide install s pameies micsion
cntizal solufices i= leading Forrme
300 corporaticns.

IEMs commeitment to providing
accmatn sobtion sizng tonSematice
assistance is mL'hm:hh:n:r_-:h.:r ¥
Internasional Compatuncy Cantess
based in San Mzwo 2zd Pleasazoe,
Califorzia; Denvar, Colorada,
Meotpalliar, Framce; 2nd Tokyo,
Japin. Thasu cumiess provide
co=figuration assistancs, sizing tools,
edncation, bands-oz workshops,
castomes brisfings, 2od devalep salis
related tacheizal documemtasion. The
soops of thass cemtars covers e range
of Cracle products fom applications
dezzbases ovwr a mazobar of ralaases.
The continned izvestmant by I5A m
these canars conbnues to demensoee
that & dectsiom to mun your Cracle
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for yuars o cozoe.

Biverfi=n Fite Clmmd Hudge

Seicnckabs o DR larke Conter-1




LOET AW - SNOILMIOE H3ARad 1130

L - ] 3 i
TRANSFORMING ¥OUR [T FRAMEWORK INTD A SCALAELE ENTERPRISE MAY 2007 = $4.95

Access Everywhere
Business An

How Microsoft Exchange Server 2¢

DATABASES: DRACLE

Using Reliable Datagram
Sockets Over InfiniBand
for Oracle Database 10g
Clusters
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Reliable Datagram Sockets (RDS) Over InfiniBand can provide a
horizentally scalable, high-performance alternative to traditional
vertical scaling for enterprises using Oracle® Database 109 and
Oracle Real Application Clusters (RAC). This article discusses
the advantages of using RDS Over InfiniBand to build scalable,
high-performance Oracle RAC clusters with cost-effective,
industry-standard Dell™ and Qlogic compaonents.
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rithie pat, [arge database systems wen ofn synoy-

maus with costly mainframes. Today, howewer, grid

computing with commadity servers can provide many
Ftvancages for langs darabases, | nduding cost-efeahieness,
scalabllity, high performance and avallability, necwonk con-
solldation, and sim ple Installacion and management. Twe
k=y rechnalogles enabling this oype of sysem far large
darabases are Oracle Real Applicackn Clusters (RACH and
Ind ustry-standard grid componenes wich efficienc inercon-
NECTs That provide high throughput and low lagency far daca
TrafMic bewesn componenes. Orads Databass 10 and Orack

Althaugh supparn prablems and e lack of a standard
pratacol has histarically made Implemencing InfiniBand for
clusters of this size a challenge, dracle Database 104
Release 2 (R and the 10.2.0.3 pawh ser SUppPoTa cluseer
InEron nect protocol developed by Oracle and QLogIc spe-
clfically for Oracle RAC called Rellable Damagram Sockets
(ROS], which Is agnostc o underying Remars Direcc M emary
Arcess (ROMA)-capable devices and simpiifies implementa-
tlon. This protecal canwork awer elther an ROMA-capable
Ethemet nerwork Interface card (MIC) ar an InfinlBand hast
channel adapoer (HCAS,
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SILVERSTORM TECHNOLOGIES AMNNOUMCES AVAILABILITY OF ORACLE 10G RAC
CLUSTER SOLUTION POWERED BY INFINIBAND ANMD RDS, AND VALIDATED
THROUGH INTEL ESAA

Oracle OpenWorld, San Francisco, CA {October 26, 2006) — Silverstorm Technologies
today announced that it is providing Oracle 10g Real application Clusters (RAC) certified
solutions validated through Intel’s Enabled Server Acceleration alliance (ESA4) program
and powered by Silverstorm’s high performance InfiniBand and RAC-optimized Reliahla
Datagram Sockets (RDS) protocol for selected Intel server platform and motherboard
products, For the first time, server vendaors from around the waorld which participate in the
Intel ESas program will have the opportunity to adopt and market SilverStorm's advanced
interconnect offering for Oracle 10g, enabling the deployment of large scale, high
perfarmance, high availability COracle database clusters.

Co-developed by Oracle and SilverStorm, RDS over InfiniBand delivers a cost effective,
highly scalable and available database solution, RDS provides a high bandwidth, low
latency, ultra reliable inter-process communication (IPC) protocol and transport system
that dramatically speeds up IPC communication between servers in a RAC cluster,
Silverstorm RDS has been rigorously tested and certified by Oracle to meet the stringent
performance and availability requirements of Oracle’s most demanding enterprise
customers, In RDS beta testing, Oracle customers like 104 Software Group achieved better
than 60% performance improvement over Gigabit Ethernet using Intel servers and
SilverStorm InfiniBand with RDS for their interconnect-intensive applications.,

*InfiniBand and RDS represent the new gold standard for Oracle 10g RAC interconnect
performance and scalability,” said Gunnar K. Gunnarsson, Cracle global alliance manager
at SilverStorm. *SilverStorm is pleased to enable the impressive list of OEM members of the
Intel ES&S program to deliver the most powerful Oracle 10g RAC cluster solution available
on the market today.”

“The marriage of Intel's latest server technology with SilverStorm’s RDS solution for Oracle

Enabled Server
Acceleration
Alliance

[ [ [ |4 mnternet



Customer Experience
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. Customer Requirements

* Improve application performance (throughput
and latency)

* Maintain data availability

* Lower TCO through commodity hardware and
improve performance/scalability

« Want to implement Grid and Utility computing
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. Results

« RDS/IB shows significant real world
application performance gains for certain

workloads: DSS and mixed Batch/OLTP
workloads

* Throughput and latency

» Customers are interested in unified fabric for
cost and manageability reasons

« Reservation/QoS
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. JDA Software ~ Shifting Deployment Paradigm

Application Tier on Commodity servers Application Tier on Commodity servers

Database Tier

Application and Database on
Same SMP Server

Database Tier on Commodity Servers

Monolithic SMP Mixed Configuration Grid Computing
* Application *Commodity Application Servers * All Commodity Servers
*Database *SMP Database Servers

Past =) Present ——) Fyture




. JDA Software ~ RDS Performance

Average Active Sessions [Current Up Instances: 4/4)

5 IB/RDS is the highest
performance interconnect
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. Oracle RAC InfiniBand Deployments

Oracle Redwood Shores (multiple)

Oracle Atlanta & Reston ETCs

Oracle Austin Data Center

Key partners, integrators & enterprise customers
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. RDS Status

* Oracle 10g Release 2 supports SilverStorm/QLogic
RDS
 Excellent performance and stability
« Compatible with Oracle 11g

* Open Source RDS

 Oracle and partners are testing/certifying Open Source RDS
(OFED 1.2) on InfiniBand with Oracle 11g

* Next version of the Open Source RDS (zcopy support) spec is
available

« All tier one Unix system vendors are
developing/testing RDS
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What’s next?
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Database Clustering and 1/0 Deployment
Traditional FC & Dual GE Network Topology

Application
Servers

Database Servers

Dedicated
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. Network Consolidation for RAC

Unified, Secure, Reduced Cost InfiniBand Fabric

Application Database
Servers Servers
— | ) | cluster
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