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Agenda

Windows HPC Server 2008
Goals
Using HPC in new ways
Proofpoints

• Performance
• Case Studies

HPC cluster as part of a larger picture
OFA WinOF is central to MS’s HPC efforts
MS HPC: Topics of Interest
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Windows HPC Server 2008

Goals
Traditional HPC market

• Everything to get started is in the “box”
Using HPC in new ways: 

• CCP Games – 40,000 players in single virtual environment

• Service Oriented Architecture 
• cluster as a web service

• Workgroup clusters (100’s of nodes)
• Simple install/maintenance
• Integration with enterprise networks

Released:  September 2008
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Windows HPC Server 2008

Performance
#10: Shanghai Supercomputer Center, Shanghai, China
180.6 TeraFLOPS on 31,200 cores at 77.5% efficiency - with commodity 
hardware.
#23: National Center for Supercomputing Applications, Illinois, USA
68.5 TeraFLOPS on 9,472 cores at 77.7% efficiency
NetworkDirect ran hour-after-hour at full scale while we tuned.
#40: UMEA University, Sweden
46 TeraFLOPS on 5,376 cores at 85.5% efficiency
Best efficiency score at the time for an x86 architecture cluster on the Top 500 
list- regardless of Operating System.
#100: Aachen University, Germany
18.8 TeraFLOPS on 2,096 cores at 76.5% efficiency
Matched the best Linux efficiency on this cluster but with simpler cluster mgmt
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Windows HPC Server 2008

Case Studies
• http://www.microsoft.com/hpc/en/us/

case-studies.aspx

HPC as Part of a Larger Picture
Parallel compute initiative

• Scale on core to many to many machines
• http://msdn.microsoft.com/en-us/

concurrency/default.aspx

Enterprise mgmt via System Center
• http://www.microsoft.com/systemcenter

http://www.microsoft.com/hpc/en/us/case-studies.aspx
http://www.microsoft.com/hpc/en/us/case-studies.aspx
http://msdn.microsoft.com/en-us/concurrency/default.aspx
http://msdn.microsoft.com/en-us/concurrency/default.aspx
http://www.microsoft.com/systemcenter
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What’s new in the HPC Pack 2008?

Systems 
Management

Job 
Scheduling

Networking
& MPI Storage

New System Center UI
PowerShell for CLI Management
High Availability for Head Nodes
Windows Deployment Services
Diagnostics/Reporting
Support for Operations Manager

Support for SOA and WCF
Granular resource scheduling
Improved scalability for larger 

clusters
New Job scheduling policies
Interoperability via HPC Profile

NetworkDirect (RDMA) for MPI
Improved Network Configuration 

Wizard
Shared Memory MS-MPI for multi-

core
MS-MPI integrated with Windows 

Event Tracing

Improved iSCSI SAN & 
parallel file system Support in 
Win2008

Improved Server Message 
Block ( SMB v2)

New 3rd party parallel system 
file support for Windows

New Memory Cache Vendors



Group compute nodes based on hardware, software 
and custom attributes; Act on groupings.

Pivoting enables correlating 
nodes and jobs together

Track long running operations 
and access operation history

Receive alerts for failures

List or Heat Map view cluster 
at a glance
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WinOF Stack Is Central

WinOF leverages our dev efforts & focuses 
our testing
OEMs demand proof points before 
committing fully

WinOF “concentrates” our experience.  
Breadth – ND, WSD, IPoIB, SRP, uDAPL, Tools

Simplicity – One stack that works on all IB hardware 
??and iWARP too??
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MS HPC: Topics of Interest

Improved OpenSM
Better diagnostics

Closer parity w/ Linux tools
Simpler, more integrated results 

Network Boot (& PXE boot)
Faster IPoIB (connection-based)
NDIS6 (currently at NDIS5.x)
Clearer understanding of iWARP/IB delivery
Windows Logo offered for organizations (OFA)
Windows is part of OFA InterOp testing
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Interpreting vstat
hca_idx=0
uplink={BUS=PCI_E, SPEED=2.5 Gbps, WIDTH=x8, CAPS=2.5*x8}

vendor_id=0x05ad
vendor_part_id=0x6278
hw_ver=0xa0
fw_ver=0x400070258
PSID=MT_00A0000001
node_guid=0005:ad00:000b:5e18
num_phys_ports=2               

port=2
port_state=PORT_ACTIVE (4)
Link_speed=2.5 Gbps (1)
link_width=4x (2)
rate=10 Gbps
port_phys_state=LINK_UP (5)
active_speed=2.5 Gbps (1)
sm_lid=0x0001
port_lid=0x0001

ConnectX best with and QDR 
requires PCIe 2.0

Shows as 5Gbps speed

2.5 = SDR
5.0 = DDR

10.0 = QDR

Less than 4x implies a bad cable

Can detect DDR running as SDR
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Cluster Sanity Testing

Upcoming toolpack tools can help here
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MS HPC: Topics of Interest

Improved OpenSM
Better diagnostics

Closer parity w/ Linux tools
Simpler, more integrated results 

Network Boot (& PXE boot)
Faster IPoIB (connection-based)
NDIS6 (currently at NDIS5.x)
Clearer understanding of iWARP/IB delivery
Windows Logo offered for organizations (OFA)
Windows is part of OFA InterOp testing



23www.openfabrics.org

OTHER INTERESTING BITS
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Complete, integrated platform for computational clustering
Built on top the proven Windows Server 2008 platform
Integrated development environment

Windows Server 2008 
HPC Edition

• Secure, 
Reliable, Tested

• Support for high 
performance hardware (x64, 
high-speed interconnects)

Microsoft HPC Pack 
2008

• Job Scheduler
• Resource Manager 
• Cluster Management
• Message Passing Interface

Microsoft Windows HPC 
Server 2008

• Integrated Solution 
out-of-the-box 

• Leverages investment in 
Windows administration and 
tools

• Makes cluster operation 
easy and secure as a single 
system

Evaluation available from  http://www.microsoft.com/hpc

Windows HPC Server 2008

http://www.microsoft.com/hpc
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NetworkDirect- 3 Points to Remember

NetworkDirect is fast- really fast
HPC Server 2008 stack produced world-class cluster efficiencies in 
June 2008 Top500 runs at: NCSA (#23), UMEA (#39), Aachen (#100) 
and Nov2008 Top500:  Shanghai Supercomputing Center (#10)
And Stable
The MS HPC team have significant mileage on ND-enabled clusters

2,000 cores routinely
max. tested to date:   30,000 cores

for hours/days without fail (MPI failures are easy to spot! ;)

And Logo Tested 
MS HPC, Core Networking, and Windows Logo teams have created a 
logo program for NetworkDirect drivers. The first submissions are 
coming in now for: 

Infiniband vendors (3) 
10GigE vendors (2)
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NetworkDirect 

Verbs-based design for close fit 
with native, high-perf networking 
interfaces
Equal to Hardware-Optimized 
stacks for MPI micro-benchmarks
NetworkDirect drivers for key high-
performance fabrics: 

Infiniband  [available now!]

10 Gigabit Ethernet 
(iWARP-enabled) [available now!]

Myrinet [available soon]

MS-MPIv2 capable of 4 networking paths: 
Shared Memory between processors 
on a motherboard
TCP/IP Stack (“normal” Ethernet)
Winsock Direct (and SDP) 
for sockets-based RDMA

New NetworkDirect interface
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A new RDMA networking interface built for speed and stability
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Version Comparison
Feature Windows Compute Cluster Server 2003 Windows HPC Server 2008

Operating system Windows Server 2003 SP1 Windows Server 2008 HPC Edition, Standard, 
Enterprise, Datacenter

Processor Type X64 (AMD64 or Intel EM64T) X64 (AMD64 or Intel EM64T)

Memory 32 GB (Compute Cluster Edition) 128 GB (HPC Edition)

Node Deployment Remote Installation Services(RIS) Windows Deployment Services

Head Node Availability N/A Windows Failover Clustering and  SQL Server 
Failover Clustering 

Management Basic node and job management Integrated node and job management, grouping, 
monitoring at-a-glance, diagnostics

Network Topology Network Configuration Wizard Improved Network Configuration Wizard

MS-MPI Winsock Direct-based Network Direct-based. New shared memory 
implementation for multicore processors

Scheduler Command line or GUI
Integrated in management console, with full 
support for Windows PowerShell scripting and 
legacy command-line UI scripts from v1. Greatly 
improved speed and scalability

Programmability Support for Batch or MPI based jobs
Added support for interactive Service Oriented 
Applications (SOA) using the Windows 
Communication Foundation (WCF)

Reporting N/A Integrated into Management console

Monitoring Rely on Windows. No cluster specific support. Heat map on cluster or node group. Per node 
charts. Cluster-wide performance overview

Diagnostics N/A In the box verification tests and performance tests. 
Store, filter, and view test results and history
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Microsoft HPC Web site – Evaluate Today!
http://www.microsoft.com/hpc

Windows HPC Community site
http://www.windowshpc.net

Windows HPC Techcenter
http://technet.microsoft.com/en-us/hpc/default.aspx

HPC on MSDN
http://code.msdn.microsoft.com/hpc

Windows Server Compare website
http://www.microsoft.com/windowsserver/compare/default.mspx

Resources

http://www.microsoft.com/hpc
http://www.windowshpc.net/
http://technet.microsoft.com/en-us/hpc/default.aspx
http://code.msdn.microsoft.com/hpc
http://www.microsoft.com/windowsserver/compare/default.mspx
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